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„Cost-Effective Active-Learning in Autonomous-Driving Application with Deep-Learning“ 

 

 

The visual perception and understanding in the autonomous driving application is subject to 

stringent performance requirement. Recently, incredible progresses on visual recognition tasks have 

been made by deep learning approaches. With sufficient annotated data, deep convolutional neural 

networks (CNNs) are trained to directly learn features from raw pixels, which have achieved very 

good performance for e.g. image classification, detection and segmentation tasks. However, these 

approaches are data-driven and highly dependent on large number of annotated training sample, 

which may require considerable amount of human effort. The goal of this master thesis is to improve 

the current machine learning workflow by applying active learning approach and pipeline, which 

selects and annotates the most informative unlabeled samples and still achieves promising 

performance [2], [3]. For pixel-wise semantic-segmentation task, we inspire from Auto-encoder based 

model-architectures which already their performance are proven in practice [4], [5].The reason 

behind using auto-encoders in semantic segmentation is that the model not only extracts compressed 

representative features from input (“What” to extract), but also knows “Where” to put this features to 

reconstruct the output, usually with same size as input image, using this compressed input space 

representation. In which, every pixel in output represents a class. Moreover, determining sufficient 

less batches of unlabeled data-sets with high quality to be labeled for model is always challenging; 

While data-labeling efforts and computation time are considerably costly. So, by adopting active-

learning methods for smart data pre-selection, we will take advantage of statistical approaches by 

combination of region-based methods to filter out and rank most representative frames for labeling 

and model retraining [1]. In that sense, we are going to facilitate the model with such sampling tools 

to make it smarter in choosing its own desirable data representing high uncertainty, to be annotated 

for the model. 
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