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„Poison Source Code Detection with CodeGuardian“ 

 

 

Neural models for code, such as Copilot, have demonstrated outstanding capabilities in assisting 

developers with various software development tasks. However, these models are susceptible to 

adversarial examples, a phenomenon known as poison attacks. Poison attack aims to inject backdoors 

into deep learning models by poisoning the training data with poison samples. To defend against 

poison samples, we present CodeGuardian (CG), a hybrid deep-learning model designed to detect 

potential poison source code samples. We conducted a comparison between CG and the state-of-the-

art approach, ONION, to detect poison samples generated by DAMP, MHM, ALERT, and a modified 

version of the TextFooler. The results obtained revealed that CG significantly outperforms ONION. 

Additionally, we assessed our model's performance against unknown attacks by systematically 

excluding one attack at a time and testing the model's performance. Our CG model demonstrated 

high accuracy in identifying DAMP, MHM, and ALERT.  
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